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Next week
1. Racial bias group briefing note

2. Effect of incarceration on recidivism, education, and labor market outcomes

Readings
Bhuller et al. (2020)

Eren and Mocan (2021)
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Judge Fixed Effects in a Nutshell
Conceptual Framework: Judge fixed effects function akin to unobserved heterogeneity in

econometric models, where the legal decisions—varies due to judge-specific traits and not solely due

to the case specifics or legal arguments presented

Econometric Relevance: In the econometric analysis of judicial behavior, judge fixed effects are

capturing the intrinsic, idiosyncratic biases or tendencies of individual judges that might

systematically affect case outcomes

Empirical Strategy: To obtain unbiased estimators, it's critical to control for judge fixed effects in

regression models. This approach isolates exogenous variation in legal decisions from endogenous

judge characteristics.
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What are Judge Fixed Effects?
It’s a very common and well-regarded natural experiment that economists and social scientists use

to study the casual effects of “treatment” within the criminal justice system

It exploits the fact that judges/prosecutors are randomly assigned to cases

Some judges/prosecutors are pickier and some are less picky

This random assignment to picky/less picky judges leads to quasi-random variation in outcomes
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This quasi-random assignment of cases to

judges creates quasi-random variation that

can be used to study the causal effect of a

conviction (or other judicial decision) on

causal outcomes.

Or random assignment to a judge/prosecutor

of a particular race, to study racial bias.

Quasi-Experimental Approaches: Judges
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Or random assignment to a judge/prosecutor

of a particular race, to defendants, to study

racial bias (Sloan, 2020)

Quasi-Experimental Approaches: Prosecutors
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Sloan (2020)
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Judge Fixed Effects in Action
CarlyWill Sloan, the author of this paper, just finished her Ph.D. in economics a few years ago and

this was her dissertation research!

Abstract: There is much interest in understanding the extent to which racial bias drives the large

racial disparities in criminal justice outcomes. However, little is known about whether prosecutors

exhibit racial bias, despite the widespread belief that prosecutors have more power and discretion

than any other actor in the justice system. This paper uses data from New York County to test for

racial bias in convictions by being the first to exploit the conditionally random assignment of

prosecutors to cases. To overcome confounding factors associated with defendant and prosecutor

race, I use a difference-in-differences to consider how much more black versus white defendants

are convicted by white prosecutors, compared to the same difference for black prosecutors.
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Results show strong racial bias for property crimes
Results indicate strong evidence of racial bias for property crimes but not for other crimes.

Property crime results show white defendants have similar conviction rates regardless of prosecutor

race

However, while prosecutors of both races convict black defendants at higher rates, the difference in

conviction rates across white and black defendants is 5 percentage points (8 percent) higher for

white prosecutors than black prosecutors

Additional results indicate this effect is driven by differences in dismissals and by defendants with

no criminal history
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Data and Methodology
Sloan uses case-level data from the New York County District Attorney’s Office

Sloan has data on the race of the defendant, and the race of the prosecutor, and focuses on

comparing white and black defendants who are randomly assigned prosecutors who are either white

or black

After controlling for screening date, assignment to prosecutors is as-good-as-random

Primary outcome = was the defendant found guilty

The research question is if the being quasi-randomly assigned a white or black prosecutor has a

different effect on white vs. black defendants
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Or random assignment to a judge/prosecutor

of a particular race, to defendants, to study

racial bias (Sloan, 2020)
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Black Defendant White Defendant

Black Prosecutor Guilty conviction rate = C Guilty conviction rate = D

White Prosecutor Guilty conviction rate = A Guilty conviction rate = B

Difference-in-Differences Estimate = (A – B) – (C – D)

Both black and white prosecutors may have higher guilty conviction rates for black defendants, but

is this white-black gap in conviction rates higher for white prosecutors? This would suggest racial

bias
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Results
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If black defendants are quasi-randomly matched

to white prosecutors, they are between 4.5 and 5

percentage points more likely to be deemed

guilty, relative to:

Black defendants matched with black

prosecutors

White defendants matched with white

prosecutors

White defendants matched with white

prosecutors

i.e. it’s a difference-in-differences

Results
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Arnold, Dobbie and Yang (2018)
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Racial Bias in Bail Decisions
Abstract: This article develops a new test for identifying racial bias in the context of bail decisions—

a high-stakes setting with large disparities between white and black defendants. We motivate our

analysis using Becker’s model of racial bias. Becker’s model which predict that rates of pretrial

misconduct will be identical for marginal white and marginal black defendants if bail judges are

racially unbiased. In contrast, marginal white defendants will have higher rates of misconduct than

marginal black defendants if bail judges are racially biased, whether that bias is driven by racial

animus, inaccurate racial stereotypes, or any other form of bias. To test the model, we use the

release tendencies of quasi-randomly assigned bail judges to identify the relevant race-specific

misconduct rates. Estimates from Miami and Philadelphia show that bail judges are racially biased

against black defendants, with substantially more racial bias among both inexperienced and part-

time judges. We find suggestive evidence that this racial bias is driven by bail judges relying on

inaccurate stereotypes that exaggerate the relative danger of releasing black defendants.
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Most defendants would get pre-trail release

(or not) regardless of the judge, but for a

portion of defendants, they are “marginal”

Defendants are “marginal defendants” if

whether they get released or not depends on

if they get quasi-randomly allocated to a

lenient vs. a strict judge
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The quasi-random assignment to lenient vs.

picky judges provides quasi-random variation

in pre-trial release

The idea is to see if those quasi-randomly

assigned pre-trial release in this way re-

commit crimes while on release
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The idea is to see if those quasi-randomly

assigned pre-trial release in this way re-

commit crimes while on release

The key thing for this paper is to see if the re-

commit rate differs between white and black

defendants. If it does, it could suggest racial

bias in how pre-trial release is allocated
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First, does quasi-random assignment to a

more lenient judge actually lead to pretrial

release? If not, then we can’t use this quasi-

random assignment to them test the effect

of quasi-randomly assigned pretrial release

on criminal behavior while on release

Thus, there needs to be a first stage that

shows a relationship. We need to see a

relationship between judge leniency and

pretrial release

Bias in Bail
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All instrumental variables papers, of which

this is one, require a strong first stage,

otherwise there is no way to do the study

E.g., Levitt (1997) uses electoral cycles to

measure the effect of police on crime and

had to show that police hiring did in fact

follow electoral cycles to some extent (the

first stage)

We see a strong first stage relationship here,

which means we can then move to see how

quasi-random assignment of pretrial release

through lenient judges affects crimes

committed while released

Bias in Bail
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IV = Instrumental variable. We use quasi-

randomly assigned “stricter” judges as a way

to get quasi-random variation in pre-trial

release

Marginal defendant = those on the margins

between getting pretrial release or not

The idea is the random assignment of a

pickier or less picky judge will create quasi-

random variation in being released or not for

this marginal group

Bias in Bail
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White marginal defendants are much more

likely to engage in pretrial misconduct

compared to marginal black defendants

For marginal black defendants, being quasi-

randomly “assigned” pretrial release (via a

less strict judge) or not (via a more strict

judge) has no clear effect on pretrial

misconduct (estimates are small and

statistically insignificant)

This not the case for marginal white

defendants: they are significantly more likely

to engage in pretrial misconduct

Bias in Bail

Hussain Hadah (he/him) (Tulane) | Racial Bias | 18 March 2025 25 / 65



What does it mean that pretrial release has

no effect on pretrial misconduct for black

defendants, but significantly increases

pretrial misconduct for white defendants?

Judges are making inefficient (racist)

decisions. They would make fewer mistakes

(i.e. giving pretrial release to those less likely

to commit pretrial misconduct) if they gave

much fewer marginal or near-marginal white

defendants release, and gave many more

marginal and near-marginal black

defendants release

Bias in Bail
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i.e. judges over-release whites and under-

release blacks

This clearly implies racial bias: judges

assume that marginal black defendants are

more likely to commit pretrial misconduct,

when that is not the case

Bias in Bail
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Eren and Mocan (2018)

Hussain Hadah (he/him) (Tulane) | Racial Bias | 18 March 2025



Other “natural experiments”
Abstract: Employing the universe of juvenile court decisions in Louisiana between 1996 and 2012,

we analyze the effects of emotional shocks associated with unexpected outcomes of football

games played by a prominent college team in the state LSU. We find that unexpected losses

increase sentence lengths assigned by judges during the week following the game. The effects of

these emotional shocks are asymmetrically borne by black defendants. The impact of upset losses

on sentence lengths is larger for defendants if their cases are handled by judges who received their

bachelor’s degrees from the university with which the football team is affiliated LSU. These results

provide evidence for the impact of emotions in one domain on decisions in a completely unrelated

domain among a uniformly highly educated group of individuals (judges) who make decisions after

deliberation that involve high stakes (sentence lengths). They also point to the existence of a subtle

and previously unnoticed capricious application of sentencing.
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LSU as a Natural Experiment
In this paper, the authors use LSU winning or loses as quasi-random variation of negative emotions,

to see how this differentially affects black versus white juvenile defendants.

The comparison is a difference-in-difference of sorts:

Upset loss (negative emotional shock) vs. not an upset loss (no shock)

Black juvenile defendant vs. white juvenile defendant
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LSU game outcome
Defendant Race

Black White

Not an upset loss (no shock) Average sentence length = C Average sentence length = D

Upset loss (negative shock) Average sentence length = A Average sentence length = B

Difference-in-Differences Estimate = (A – B) – (C – D)

Black juvenile defendants may face a higher sentence length anyways (so, C > D), but if this

increases after an upset loss, then it suggests that judges react to negative emotional shocks in

racist ways
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Disposition length increases by 42.9 days for

black defendants, and only 4.8 days for white

defendants after the negative shock of an

upset game

No statistically significant effects for any

other types of game outcomes other than

“upset loss”

Results
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Coviello and Persico (2015)
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NYC Stop and Frisk
Abstract: We introduce a model to explore the identification of two distinct sources of bias in the

New York Police Department’s [former] stop-and-frisk program: the police officer making the stop

decisions and the police chief allocating personnel across precincts. We analyze 10 years of data

from the stop-and-frisk program in light of this theoretical framework. We find that white

pedestrians are slightly less likely than African American pedestrians to be arrested conditional on

being stopped. We interpret this finding as evidence that the officers making the stops are on

average not biased against African Americans relative to whites, because the latter are stopped

despite being a less productive stop for a police officer. We find suggestive evidence of police bias

in the decision to frisk Further research is needed.
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Summary statistical table of 2,947,865 stop

and frisk events in NYC

5.8% of stops lead to arrests

African Americans make up 84% of people

stopped

Summary Statistics
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Left figure:

African Americans were disproportionately more

likely to have been stopped, compared to their

population.

African Americans were stopped and frisked

about 9x as often.

L: police pressure (stops/pop)

R: Hit rate (arrests/stops)
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Right figure:

Hit rate = how often a stop leads to an arrest

Hit rates are similar between white and African

American citizens

The hit rate for whites is a bit higher, suggesting

that the average white person stopped and

frisked may be slightly more likely to be arrested

L: police pressure (stops/pop)

R: Hit rate (arrests/stops)
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Regardless, this is not suggestive of statistical

discrimination, where African Americans are

searched because they are more likely to have

done something that requires arrest

If this were the case, then the hit rates for

African Americans would be higher

Instead, these results are suggestive of taste-

based discrimination, where officers are

choosing to search African Americans for

reasons of personal preference (animus) and not

due to the average criminality by race

L: police pressure (stops/pop)

R: Hit rate (arrests/stops)
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This table shows how stop and frisk activity is

allocated by the 75 precincts.

Outcome variable = relative police pressure

This is calculated as:

If > 1, more arrests per capita for African

Americans.

What Correlates with Relative Police Pressure?

Hussain Hadah (he/him) (Tulane) | Racial Bias | 18 March 2025 39 / 65



Column (1) shows that precincts with a higher %

African American residents have per capita

arrest rates that are lower for African Americans

relative to whites.

(Could suggest, e.g., that in whiter precincts,

African Americans are relatively more likely to

get stopped.)

What Correlates with Relative Police Pressure?
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Adding precinct resident income estimates

(column 2) makes this relationship between %

American American and relative pressure

disappear.

Instead, we see a strong positive relationship

between income and relative pressure.

Interpretation: precincts where the residents are

on-average richer have more relative police

pressure on African Americans.

(So, you can think of this as police being more

likely to stop and frisk African Americans in

wealthier – often whiter – neighborhoods.)

What Correlates with Relative Police Pressure?
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Outcome variable = arrests made conditional

being stopped (i.e. arrests divided by stops,

arrest rate given that a stop occurred) Key

independent variable = African American The

idea here is to see how being African American

associates with arrest rates.

Columns (1) to (3) do not include precinct fixed

effects.

Columns (4) to (7) do include precinct fixed

effects.

How arrest rates, conditional on stop, vary by race?
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Precinct fixed effects means controlling for

average differences between precincts in the

outcome variable

In this case, controlling for average differences

by precinct in arrest made

Columns (1) to (3) do not include precinct fixed

effects

Columns (4) to (7) do include precinct fixed

effects

How arrest rates, conditional on stop, vary by race?
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Without precinct fixed effects (col. 1 to 3), the

data shows that African Americans are less

likely to be arrested (conditional on stop)

With precinct fixed effects (col. 4 to 7), …. African

Americans more likely to be arrested

(conditional on stop)

How arrest rates, conditional on stop, vary by race?
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Interpretation: With precinct fixed effects, the

idea is that within the same precinct, an African-

American person is more likely to be arrested

than a white person.

How arrest rates, conditional on stop, vary by race?
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Without the precinct fixed effects, we are

comparing white and African American

pedestrians both within the same precinct and

between different precincts

If African Americans tend to more often be in

precincts where they are often stopped and

frisked, but not arrested, then that explain the

negative estimates in columns (1) to (3)

How arrest rates, conditional on stop, vary by race?

Hussain Hadah (he/him) (Tulane) | Racial Bias | 18 March 2025 46 / 65



In all case (with and without precinct fixed

effects) there is strong or at least weak evidence

that African Americans are more likely to be

frisks compared to whites

Frisks, for pedestrians suspected of weapons possession
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Summary of Results
African Americans were about 9x more likely to be stopped and frisked

About 53.7% (39.3%) of stops of African Americans (whites) develop into frisks

After controlling for precinct-level fixed effects (average differences between precincts, so

comparing white vs. African American in the same precinct), they find that white pedestrians are

slightly less likely than African American pedestrians to be arrested conditional on being stopped

Two interpretations of this point

white pedestrians are slightly less likely than African American pedestrians in the same precinct to

be arrested conditional on being stopped

Interpretation 1) Suggestive in this case of no bias against African Americans, because whites are

being stopped despite being slightly less productive stops for police officers (slightly lower arrest

rate). Officers slightly “over stop” white pedestrians

Interpretation 2) Another interpretation could be that officers are biased in their decisions to arrest,

and are more likely to arrest African Americans

It’s difficult to determine to what extent it’s 1) or 2) or a combination of both
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Summary of Results
When analyzing frisking, they find that after controlling for precinct-level fixed effects (so, comparing

white vs. African American in the same precinct), African Americans are less likely than white

pedestrians to be arrested conditional on being frisked

In this case, this is suggestive of bias against African Americans in the decision to frisk

Police may have been “over frisking” African American pedestrians

But the authors note that further research is needed on this point
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Antonovics and Knight (2009)
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Boston Police Car Searching
Abstract: This paper provides new evidence on racial profiling using information on the race of both

motorists and police officers in Boston. We develop a new test for distinguishing between

preference-based (taste-based) and statistical discrimination. Our test is based on the notion that if

search decisions are driven purely by statistical discrimination, then they should be independent of

officer race. Our results, by contrast, demonstrate that officers are more likely to search if officer

race and driver race differ. We then investigate and rule out two alternative explanations for our

finding
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Background
The authors use a unique data set where they match the race of the police officer (white, black,

Hispanic) with the race of the driver (white, black, Hispanic)

They observe these officer-driver pairs for every traffic stop made by officers in the Boston Police

Department from about April 2001 to April 2003

They can use this data to determine:

1. if certain racial groups are more likely to be searched

2. if officers of certain races are more likely to search vehicles in general

3. if officers of certain races are more likely to search drivers of certain races
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Theory
The authors observe that black drivers are more likely to be searched after being stopped

The authors use this data on car stops and searches by driver and officer race to test to what extent

discrimination in car searches is due to preference-based discrimination (taste-based

discrimination) or statistical discrimination
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What is animus?
Also called preference-based discrimination

Discrimination that occurs due to not liking or having animus against a group

Think outright racism, homophobia, sexism, transphobia, ageism, etc.

The term was coined by Gary Becker, a famous labor economist who is known for being one of the

first to apply economics to study discrimination in the labor market

Unsurprisingly, taste-based discrimination is seen as uniformly bad, both because it is inequitable,

but it also creates inefficiencies (e.g., inefficiently searching cars/people)
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What is statistical discrimination?
This theory is typically attributed to Kenneth Arrow's 1973 work The Theory of Discrimination and to

Edmund Phelp's 1972 paper The Statistical Theory of Racism and Sexism

The idea is that some discrimination is based on individuals using actual or perceived information

about the differences between groups – i.e. actual or perceived statistical differences between

groups

Minority status – such as race or ethnicity – is used a proxy for something else
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Statistical Discrimination: Policing
Police offers could (and likely do) statistically discriminate in interactions with citizens

They may, for example, be more likely to assume that people of color have done something wrong,

have drugs in their car, etc.

For these “reasons”, police may be more likely to search people of color through car searches, “stop

and frisk” etc.

In this example, race is used as a proxy for assumptions about criminality
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Distinction between Taste-Based and Statistical
Discrimination

Antonovics and Knight (2009) use their data on traffics stops, and to what extent there were

searches of vehicles by driver and officer rate to determine to what extent the discrimination they

observe (higher search rates for black drivers) is due to taste-based discrimination or statistical

discrimination

If black/Hispanic drivers, conditional on being pulled over, are more likely to be searched than white

drivers, and this does not vary by officer race, this is likely suggestive of statistical discrimination

All officers are assuming that those groups are more likely to have drugs, weapons, etc.

If black/Hispanic drivers, conditional on being pulled over, are more likely to be searched than white

drivers, and this does vary by officer race, this is likely suggestive of taste-based discrimination

Officers of a particular race prefer to search motorists of a particular race more often, which likely

reflects taste-based discrimination, since, otherwise, we would see similar behavior by officers of

other races
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Distinction between Taste-Based and Statistical
Discrimination

Antonovics and Knight (2009) thus conduct two tests:

1. Conditional on being stopped, do we see that black and/or Hispanic motorists are more likely to be

searched, regardless of officer race? If yes, there is statistical discrimination

2. Conditional on being stopped, do we see that black and/or Hispanic motorists are more likely to be

searched by white officers? If yes, white officers exhibit taste-based discrimination against black

and/or Hispanic motorists.
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1) Black and Hispanic drivers are more likely to

be searched (rates of 0.87% and 0.85% versus

0.46%), and

2) In this raw data, Black officers are more likely

than White officers to search (0.73% to 0.65%)

and White officers are more likely than Hispanic

officers to search (0.65% to 0.35%)

Summary Statistics
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These trends could be affected by

neighborhoods, however, where perhaps black

officers work in neighborhoods where search

rates happen to be higher (e.g., higher crime

areas)

For this reason, it’s important to add

neighborhood fixed effects

These fixed effects control for neighborhoods,

which will have different search rates, and police

officers of different races will be allocated to

different neighborhoods

Summary Statistics
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Once neighborhood fixed effects are added, the

interpretation is a comparison between white,

black, and Hispanic drivers pulled over at stops

within the same neighborhood by white, black, or

Hispanic officers working in that same

neighborhood.

Summary Statistics
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Without looking at the race of the police officer,

these results show that black drivers are more

likely to be searched (significant at the 1% level)

But are NOT more likely to be guilty, suggesting

that this extra searching of black drivers is

inefficient. (The coefficient is actually negative,

although the SE is large so its insignificant)

No clear evidence that Hispanics are more likely

to be searched (coefficient is positive but SE is

quite large)

Results
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This table adds in officer race and a mismatch

variable

The coefficient on black (Hispanic) driver tells

you how the search probability differs compared

to white drivers. Positive = more likely to be

searched than white drivers

The coefficient on black (Hispanic) officer tells

you how the search probability differs compared

to white officer. Positive = more likely to search

than white officers

Mismatch = 1 if the driver and officer race are

not the same, 0 otherwise

We also see that Hispanic officers, compared to

white officers, are much less likely to search

drivers, regardless of the driver’s race

Results
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We see that the coefficient on black driver is now

insignificant compared to earlier

This means that we don’t have enough evidence

to suggest that black drivers are searched more

often when there is NOT a race mismatch

between driver and officer (i.e., mismatch = 0)

When we do have a mismatch (mismatch = 1),

then searches are significantly more likely

This suggests that what is driving the additional

searches done against black drivers is officers of

a different race

This is most likely driven by extra searches by

white officers since (1) there are more white

officers than Hispanic officers in Boston, by far,

and (2) white officers are more likely to search
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These extra searches of black drivers by white

officers suggests taste-based discrimination

since if it were statistical discrimination, then

officers of other races would be searching at

similar rates

These extra searches, driven by taste-based

discrimination, are inefficient since, as we saw

earlier, black drivers are no more likely (and are

perhaps less likely) to be guilty

There is no statistical reason to search black

drivers more, suggesting again that these extra

searches stem from taste-based discrimination
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